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ABSTRACT

We present a perceptual evaluation of head-tracked binaural render-

ings of room impulse response data that were obtained from the spa-

tial decomposition method. These data comprise an omnidirectional

impulse response as well as instantaneous propagation directions of

the sound field. The subjects in our experiment compared aural-

izations of these data according to the originally proposed method

against direct auralizations of dummy head measurements of the

exact same scenarios. We tested various parameters such as size

of the microphone array, number of microphones, and HRTF grid-

resolution. Our study shows that most parameter sets lead to a per-

ception that is very similar to the dummy head data particlarly with

respect to spaciousness. The remaining differences that are audible

are considered small and relate primarily to timbre. This suggests

that the equalization procedure that is part of the approach provides

potential for improvement. Our results also show that the elevation

of the propagation directions may be quantized coarsely without au-

dible impairment.

Index Terms— Reverberation, spatial decomposition method,

binaural rendering, head-related transfer functions

1. INTRODUCTION

The spatial decomposition method (SDM) [1] uses room impulse

responses that were captured with a typically compact microphone

array to obtain the omnidirectional pressure signal as well as the

instantaneous arrival direction for each of the digital samples that

the pressure signal is composed of. The geometry of the array is

flexible as long as the required pressure signal as well as the instan-

taneous arrival directions can be obtained from the data. SDM has

been primarily used for analysis and visualisation of the directional

properties of room impulse responses and is particularly popular in

concert hall acoustics [2].

SDM has also successfully been applied in auralization of

acoustic spaces. Expressed slightly simplified, SDM data are aural-

ized by distributing the digital samples of the pressure signal over

the available loudspeakers such that the instantaneous arrival direc-

tions of the signal are maintained as precisely as possible. Example

works are [3, 4, 5], all of which used loudspeaker systems in the

auralization. The systems presented in [3, 5], for example, play

the obtained signals directly from the available loudspeakers while

[4] uses Ambisonics encoding of the components. Binaural aural-

ization of SDM data is essentially similar to loudspeaker render-

ing as the available head-related transfer function (HRTF) measure-

ment points are used as virtual loudspeakers [6]. The optimal data-

dependent placement of a moderate number of virtual loudspeakers

is investigated in [7].

An alternative approach to binauralization of omnidirectional

room impulse responses is presented and evaluated in [8, 9, 10],

which uses a more involved decomposition of the room impulse

response into direct sound, early reflections, and late reverberation.

All works that performed SDM-based auralization report suc-

cess in terms of the pleasantness of the results, but it has been

largely unclear how authentic the auralization is, i.e., how similar

the auralization sounds to the original room. Some amount of per-

ceptual evaluation was presented in [6, 11] but with no comparison

to a reference. We showed in [12] that the spatial data can be re-

placed with synthetic data with hardly causing any perceptual dif-

ference. Only [13] performed a comparison of a modified version

of binaural SDM-auralization to a dummy-head-based auralization

of the same scenario. The perceptual attributes that were investi-

gated were source width, diffuseness, and source distance and were

rated as almost identical. The overall perceptual distance was not

investigated.

The present study aims at filling this gap. We chose binau-

ral rendering because it constitutes the most controlled and repro-

ducible scenario. We apply head tracking in the rendering to miti-

gate risks for impairment of the spatial fidelity of the rendering [14].

As in [13], we compare the binaural auralizations to dummy head

auralizations of the same scenario so that their authenticity can be

evaluated. This strategy has also been successfully applied with

spherical microphone array data, for example, in [15, 16]. Contrary

to previous studies, we incorporate a variety of microphone array

geometries.

2. SPATIAL DECOMPOSITION AND AURALIZATION

SDM estimates the direction of arrival (DOA) of the sound pressure

signal of a room impulse response in short time windows along the

entire impulse response. These data are obtained from compact mi-

crophone arrays the geometry of which is not important as long as

the desired information can be deduced. The microphone arrays do

typically not comprise a scattering object.

The room impulse response is analyzed in segments. The time-

difference of arrival is determined for each time window for each of

the microphone pairs in the array through cross-correlation. Subse-

quently, a minimum mean square error problem is solved to obtain

the final estimate of the nominal DOA for the time window under

consideration [1]. The analysis window advances in steps of 1 sam-

ple so that one DOA estimate is obtained for each digital sample of

the impulse response.

Fig. 1 exemplary depicts the first 20 ms of the data of the room

Hall. The data where obtained from a star-shaped array of radius

50 mm comprising six omnidirectional microphones (cf. Fig. 2).
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Figure 1: Sound pressure signal (top) of room Hall as well as un-

wrapped azimuth (middle) and elevation (bottom) as determined by

SDM

The direct sound occurring between approx. 0.5 and 1.5 ms is appar-

ent, and a few reflections might be discernible at approx. 5 ms and

10 ms. The direct sound and the mentioned reflections are also ap-

parent in the azimuth: The determined azimuth appears to be fairly

stable for the duration of the related event. The direct sound is also

apparent in the computed elevation (approx. 0◦), but the arrival ele-

vations of the reflections are not always as obvious.

It has been unclear which array geometry and which number

of microphones are most favorable particularly when it comes to

binaural rendering. The authors of the original method [1] achieved

good results with a small 6-element star-shaped array similar to ours

but smaller.

The pressure signal can be obtained in different ways depend-

ing on the microphone array. If the array comprises omnidirectional

microphones and the array is compact, the signal of any of the mi-

crophones may be employed directly. Arrays that do not employ

omnidirectional microphones such as tetradedral Ambisonics mi-

crophones [17] require different dedicated solutions.

Auralization of the obtained pressure and DOA signals is per-

formed by either distributing the signal samples over the available

loudspeakers via nearest neighbor interpolation [3], vector-base am-

plitude panning [1], Ambisonics encoding [4], and the like, with

compensation for potentially varying loudspeaker distance from the

listening location applied. The loudspeaker signals finally need to

be equalized in frequency bands and time windows to achieve the

correct signal spectrum at the listening location [3]. The resulting

impulse responses for each of the loudspeakers are then convolved

with the source signal.

Head-related transfer functions (HRTFs) may be interpreted as

virtual loudspeakers so that the same procedure can be applied to

auralize the data binaurally [6].

3. DATA

We acquired impulse responses from the rooms Lab (reverb decay

time: 0.14 s) and Hall (reverb decay time: 0.9 s) to the ears of

a KEMAR dummy head (DH) as well as to different microphone

arrays. The arrays as well as as the DH were located at the exact

same positions as verified with a laser positioning device. The DH
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Figure 2: Geometry of the employed arrays: 6 elements – star-

shaped (left), 12 elements – star-shaped (middle), and tetrahedron

(right); the 12-element array was obtained by using the 6-element

array and adding a rotated copy of it

Array type Radius (mm) Identifier

6-element star-shaped 20 SS20

6

6-element star-shaped 50 SS50

6

6-element star-shaped 100 SS100

6

12-element star-shaped 50 SS50

12

4-element B-format 24 BF24

4

4-element tetrahedron 50 TH50

5

Table 1: List of microphone arrays employed; the B-format micro-

phone was a Tetramic by Core Audio (the B-format signals were ex-

tracted using the standard method [17]); all other arrays employed

omnidirectional microphones; refer to Fig. 2 for an illustration of

the geometries

data were acquired for different head orientations in steps of 1◦ to

enable head-tracked auralization. The distances between the sound

sources and the receivers were approx. 3 m and 5 m, respectively,

so that the response was dominated by the direct sound.

SDM may not be considered a physically accurate decomposi-

tion of the room response as only one propagation direction is ob-

tained for each time window in which one has to assume that many

wave fronts are generally contained. SDM is rather an approxi-

mation. As to our awareness, the effect of geometry of the arrays

not been investigated in detail. We therefore employed microphone

arrays with 4, 6, and 12 microphones as depicted in Fig. 2. The

6-element array was available with different radii as listed in Tab. 1.

The arrays were 3D-printed, and the impulse responses where mea-

sured sequentially (cf. Fig. 3). The sizes of the arrays range from

20 mm radius (measured from the center of the array to the center

of the microphone diphragm) to 100 mm. This corresponds to 2

sensors per wavelength in radial direction at approx. 4.2 kHz and

0.86 kHz, respectively.

All microphone arrays other than the B-format one (BF24

4 ) yield

consistent and plausible spatial data for at least the direct sound and

the strong reflection around 5 ms as evident from Fig. 4. The spa-

tial data for the direct sound and the strong reflection are marked

by black arrows. The data from BF24

4 are more erratic and are plot-

ted with transparency in order not to obstruct the view. The data

that we yielded for all other time instants were very different for

the different microphone array sizes and geometries. One cause for

the differences can be the circumstance that we used longer analy-

sis windows to perform the required cross-correlation for the larger

arrays as the microphones were farther apart. This circumstance

needs further investigation, and we are not able to interpret the dif-

ferences that are apparent.
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Figure 3: Photograph of the measurement procedure; the array

SS50

6 and the B&K measurement microphone are shown in the fore-

ground and the loudspeaker and the laser device in the background
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Figure 4: SDM data for the room Hall (Fig. 1) obtained from the

different microphone arrays from Tab. 1

For the binaural SDM-auralization, we have available a dense

anechoic HRTF grid of the DH with which above described data

have been acquired. The set covers the whole sphere and both az-

imuth and elevation are sampled with steps of 1◦. This results in

more than 65.000 measurement points. It is intuitive that a subset

of the available measurement points exists that leads to an SDM-

auralization that is indistinguishable from the complete set. To ob-

tain information on this, we employed HRTF subsets in the aural-

ization that contain only certain elevation angles. We used sets with

the elevation quantized in steps of 10◦, 45◦, 90◦, as well as one set

with only measurement locations inside the horizontal plane. We

denote the sets H10, H45, H90, and Hhor, respectively. All subsets

included the horizontal plane. Note that the 90◦-set contains only

the horizontal plane as well as the two poles.

The standard SDM according to [1, 6] with the following mod-

ifications was employed for the auralization: We discarded any spe-

cial treatment of the low-frequency region, and we modified the

equalization procedure to reduce the amount of time aliasing that

it produces. The spatial data, i.e., the instantaneous azimuth and

elevation of the arrival direction of each sample of the pressure im-

pulse response, was computed for all combinations of rooms and

array type at a sampling frequency of 48 kHz.

4. EXPERIMENT

It was shown in [13] without head tracking that spaciousness as

represented by perceived source width, perceived distance, and per-

ceived diffusity is very well preserved when performing SDM-

auralization. We can confirm this through informal listening based

on our data. A pre-study showed that audible differences between

the SDM-auralization and the DH auralization with respect to both

spaciousness and timbre can occur, but it is difficult to verbalize

them because they are small and do not precisely relate to any single

one of the commonly considered attributes. We therefore conducted

an experiment in which the subjects rated the overall perceptual dif-

ference between a reference – for example the DH auralization –

and a set of stimuli – for example binaural SDM-auralization with

a range of parameters.

All stimuli were presented with head tracking. We used rock

drums and male speech as signals. The signals were looped con-

tinuously, and switching between the stimuli and/or the reference

occurred without interruption or other artifacts. The presentation of

the stimuli was performed using the software SoundScape Renderer

(SSR)1 [18] running in binaural room synthesis mode. SSR con-

volves a given input signal with that pair of impulse responses that

corresponds to the instantaneous head orientation. We employed a

Polhemus Patriot head tracker and AKG K702 open-design head-

phones. The experiment was conducted in an acoustically treated

laboratory room. We refer the reader for further details in the setup

to [16] where we used an identical one.

The setup is inspired by MUSHRA [19] in that sets of stimuli

were compared against a reference, and a hidden reference as well

as an anchor were always present. The anchor was identical to the

reference but lowpassed with a 4-th order butterworth filter with a

critical frequency of 3000 Hz.

Two different sets of stimuli were presented:

1) A stimulus set with the DH as reference: The motivation was

to obtain information on which of the parameter sets related to

the capture side produces the result that is least different from

the DH, which is considered the baseline. See Fig. 5 for the

complete set of stimuli.

2) A stimulus set with primarily data from one microphone array

but with different quantizations of the HRTFs. The densest

HRTF set was the reference, and the motivation was to obtain

information on how much the rendering side can be simplified

without loosing authenticity. See Fig. 6 for the complete set of

stimuli.

Each stimulus set occurred twice in the experiment. This re-

sulted in 16 sets of stimuli to be rated (2 sets x 2 rooms x 2 audio

signals x 2). The order of the sets and the order of the stimuli inside

a set were randomized whereby all sets for one audio signal were

completed before the audio signal was changed. The experiment

was preceded by written instructions and 2 manually picked sets of

stimuli as training.

The subjects reported the perceived different by means of con-

tinuous sliders with a scale ranging from “No difference” via “Small

difference”, “Moderate difference”, and “Significant difference” to

“Huge difference” (cf. the ordinate in Fig. 5 and 6).

1http://spatialaudio.net/ssr/
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Figure 5: Results with the DH as reference for Lab (green, top) and

Hall (orange, bottom); the rendering of the array data always used

the HRTF set H10

5. RESULTS

11 grown-up subjects of different genders and with self-reported

normal hearing participated. The mean duration of the experiment

was 26 min. The results are depicted as boxplots in Fig. 5 and 6.

The median values of the data are shown via the horizontal line, the

mean via the black circle, the 25th and 75th percentiles via the box,

the whiskers extend to the most extreme data points not considered

outliers, and the outliers are plotted individually as dots.

We performed an n-way ANOVA [20] with the subject index

as additional random factor to identify conditions with statistically

different means of the subjects’ ratings. Only the statistical analysis

for the data from Fig. 5 is reported in detail as the situation is ob-

vious for the data from Fig. 6. We also excluded the ratings for the

anchor and the hidden reference to mitigate some of the concerns

raised in [21]. The main observations are:

• The hidden reference was rated consistently.

• The audio signal did not have a significant influence

(F (1, 510) = 2.3, p > 0.13).

• The perceived difference to the reference was slightly smaller

for the room Lab compared to the more reverberant room Hall

(Fig. 5 top vs. bottom; F (1, 510) = 4.9, p ≤ 0.027).

• The quantization of the elevation has no audible effect as long

as some information is presented outside of the horizontal

plane (Fig. 6). Note that the HRTF set H90 comprises only

HRTFs in the horizontal plane and at the two poles. Note that

Lab exhibited a very absorptive ceiling, and Hall is 10 m high.

• If only horizontal HRTFs are used, then a clear difference to

the conditions that include non-horizontal signals is perceived

(Fig. 6).

• The array geometry is significant in Fig. 5 (F (5, 510) = 20.9,

p < 0.001). The 6-element star-shaped array particularly for

the radii of 50 mm and 100 mm tends to produce the smallest

perceptual differences to the DH auralization (Fig. 5), which

are on average in the order of “small”.

• The B-format signals tend to cause a larger perceived differ-

ence than most of the other array geometries (Fig. 5).
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Figure 6: Results with array SS50

6 with HRTFs H10 as reference for

Lab (green, top) and Hall (orange, bottom)

The circumstance that the differences that are perceived for

different array geometries are somewhat comparable suggests that

these are all perceived as rather similar. We can confirm this through

informal listening. This also confirms the results from [12], where

we showed that SDM with synthetic spatial data can sound very

similar to the original data. Recall from Sec. 3 that the different

microphone arrays can yield very different spatial data for the same

scenario. It seems that all geometries that we employed other than

the B-format-based array yield spatial data that are plausible when

auralized binaurally. However, this needs to be confirmed formally.

We interviewed all subjects after the experiment. The main

statements that we distilled manually from the responses are the

following:

• Many of the stimuli were hardly distinguishable from the ref-

erence.

• The remaining differences were primarily related to the timbre.

• In those cases where considerable differences were perceived,

differences with respect to both timbre and spaciousness oc-

curred.

6. CONCLUSIONS

The basic SDM-based binaural auralization produces pleasant re-

sults for a variety of microphone array geometries, whereby a 6-

element star-shaped array tends to produce data that sounds most

similar to a dummy head auralization of the same scenario. The au-

thenticity is slightly higher for rooms with short reverberation com-

pared to rooms with long reverberation and is only slightly lower

than for binaural rendering of the data from large spherical micro-

phone arrays [16]. The involved equalization procedure seems to

exhibit potential for improvement as the remaining differences are

reported to be primarily timbre related.
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[8] C. Pörschmann, P. Stade, and J. Arend, “Binauralization of

Omnidirectional Room Impulse Responses - Algorithm and

Technical Evaluation,” Proceedings of the DAFx 2017, pp.

345–352, 2017.

[9] P. Stade, J. Arend, and C. Pörschman, “A parametric model
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